Is it Possible to Build Computers
from Living Cells?

Vijay Sharma

Building acomputer out of living cellsmay sound
like science fiction, but the foundations of such a
technology arealready beinglaid down. Inthelast
25 yearswe have seen astounding developmentsin
microel ectronicsand computation, but eventhemost
modern computersstill havetheir weaknesses. First
of al, current computer technology isfast gpproaching
thelimitsof itscapabilities, sothereisconsiderable
interest infinding newer, better technologies. Also, with
current computers, asinglefaultinonecircuit or a
singleline error in aprogram can cause the entire
computer system to fail becausethese modelsrely
heavily on the perfection of their parts and
programming tofunction.

In contrast, biological systems demonstrate
remarkable robustness. For example, ssmple and
potentially faulty cellscooperateto formincredibly
complex sructuresduring embryologica deve opment,
which aresubsequently well maintained. For computer
engineers, there are clearly important lessonsto be

learned from thenatural world. Thelast 25 yearshave
al so seen remarkabl e advancesin our understanding
of molecular biology. Recombinant DNA technology
isapowerful tool that already has awide range of
applicationsfrom thergpeuticsto agriculture. Armed
withthisnew tool, engineersarenow trying to create
new computer technology that consistsof living cells.

TheTheory of In Vivo Digital Circuits

A brief summary of the principles underlying
conventional computing and generegulationisgiven
inthefollowing articles. Thissection describeshow
generegulation can be used to makelogic gates.

A simpletheoretical example described by Weiss
etd.lisabiochemicd inverter (aNOT gate), asshown
in Figure 1. When arepressor protein binds to an
operator of thegene’spromoter, RNA polymeraseis
prevented fromtranscribing thegene. Therefore, when
the concentration of the repressor is high, the
concentration of the gene product islow, and vice
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Figurel. A repressor protein acting asaNOT gate.
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Figure 2. Repressor proteins acting asaNAND gate.

versa. Applying Booleanlogic to the system, where
high protein concentrations represent ‘1’ and low
concentrationsrepresent ‘0, it can be seen that the
abovesystemisbehaving likeaninverter. Notethat it
isthe concentration of protein that determinesthe
sgnd.

Taking thetheory astep further, these biochemical
inverterscan belinked together to make other gates'.
If therearetwo biochemical inverterswith different
input repressor proteinsA and B but the same output
protein, C, the concentration of Cwill dwaysbehigh
unlessA and B are both high. ThisisaNAND gate
(Figure 2). Now supposethat Cisitself therepressor
of another genethat encodesprotein D. WhenCis
high, D will below and viceversa. In other words,
the output of the NAND gateis being fed into yet
another inverter. Thisinverter invertsthe outputs of
theNAND gate, givinganAND gate. Noticethat, in
thisexample, theinvertersare being interconnected
to perform more advanced functions, and that proteins
areresponsiblefor theseinterconnectionsIn other
words, the proteins are acting aswires.

Figure 3 givestheexampleof an IMPLIES gate?.
Inthisexample, theinput proteinsaretheinducer and
repressor of agene's promoter. Without theinducer,
the system behaveslikeaninverter. However, when
theinducer ispresent, it bindsto the repressor and
dtersitsconformation sothat it can nolonger bindto
theoperator, thereby alowing transcriptionto continue

uninterrupted. The output ishigh unlesstherepressor
ishighand theinducer islow. TheIMPLIES gateis
believed to be used by cells as a sensor of
environmenta conditionsand areceiver of messages
from remote sources’.

Therearenaturally occurring AND gatesincells
which areused to detect messagesfrom neighbouring
cells 3. In this system, the input proteins are the
activator and inducer proteins of a gene. Only a
complex of the two proteins can bind the operator
and allow transcription of the geneto proceed. Thus
theoutput ishighonly when bothinputsarehigh, giving
anAND gate.

TheFirst InVivo Circuits

A fundamenta problemwith biochemical processes
is that there is considerable cell-cell variation in
behavior. For aninvivo digital circuit to function,
fluctuationsin the concentrations of proteinsthat are
involved must be controlled. In 1974, Savigau
suggested that gene autoregulation by means of
negative feedback loopsisanatural mechanism by
which the cell exerts such control %. Becskei and
Serrano used thisideato construct asimple prototype
circuit called an auto repressor®.

In thisstudy, atetracycline repressor gene (tetR)
was fused with the Enhanced Green Fluorescent
Protein (EGFP) gene to give tetR-EGFP so that
fluorescence could be used to reflect the degree of
geneexpresson. Inthenatural system, thetetR protein
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Figure 3. Repressors and inducers working together asan IMPLIES gate.

product bindsto an operator of thetetR promoter to
inhibit further transcription of the gene. Two groups
of Escherichia coli cells were transformed with
plasmidscontaining different DNA inserts. Inthefirst
group, theinsert contained tetRY24A-EGFP, inwhich
the tetR had been mutated to code for a non-
functioning protein product that does not bind the
operator. The second contained wild-type tetR-
EGFP. Inthefirst group, therewaswidevariationin
fluorescence, reflecting wide variations in gene
express on between cdlls. Inthe second group, where
the negative feedback loop was in operation, the
variationinfluorescencewasthreetimessmaler. The
negativefeedback effectively cleaned theoutput sgnd
of thissystem, conferring stability and making it more
suitablefor useinadigital circuit.

Using similar methods, other very smplecircuits
havebeenbuiltin E. coli. Gardner et a. constructed
atoggle switch®. A toggle switch can exist in one of
two states(1 or 0), and will only switch betweenthese
statesin responseto specific stimuli. Inthe absence
of such stimuli, the state of the switchismaintained.
The system used by Gardner et a consisted of two
repressors, their promoters and inducers. In their
system, they used atemperature sensitive repressor
(clts) andlacl, whichissenstiveto IPTG (isopropyl
bD-thiogdactosde). By varying thepositionsof these
repressorsand their promoters, four different versons
of the network were made. The state of the system
was determined by use of a fluorescent protein

(1=fluorescence, 0=no fluorescence). In all four
versions, the system maintained its state unless
stimulated to change by achangein temperature or
by the binding of IPTG to lacl; in other words, the
systemwasbehaving likeatoggle switch.

Elowitz and Leibler made the first attempt at
congtructing aring oscillator invivo’. A ring oscillator
congstsof anodd number of inverterslinked in series
withtheoutput of thelast inverter fedinto theinput of
thefira one. Oscillatorsarevery useful for any function
that involvestiming; they areusedindigital clocksand
watches, for example. Elowitz and Leibler’ssystem
consisted of three biochemical inverterslinked in
series. Cl, Lacl and TetR and their corresponding
promoters were used. The state of the system was
reported by using afluorescent protein. Half of the
E.coli cellstransformed demonstrated oscillatory
behavior, but the amplitude and frequency of the
oscillationsvaried considerably between cells. For a
ringoscillator tobeof any practicd use, it must oscillate
at constant amplitude and frequency. Various studies
arecurrently underway tofind waysof achievingthis
in vivo.

Designing In-Vivo Circuits

Two genera approaches have been employedin
designinginvivocircuits. Thefirgtis'rationd design’
which uses computer simulationsto model thegene
networks. Theresultsof thesmulationsare used to
identify modificationsthat can subsequently bemade
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to the in vivo system to produce the desired
behavior®. This method was successfully used to
improvetherepressor and oscillator circuitsdiscussed
above.

The second approach that isemployediscalled
‘directed evolution’. Inthisapproach, alarge number
of random mutations areintroduced into the DNA
sequencesof agene network. Cellsaretransformed
with plasmids containing the mutated gene networks.
The cellsare observed and those which exhibit the
desired behavior aresdlected. DNA sequencingisthen
used to identify the mutationsthat madethesecells
exhibit the behavior®. As a proof of concept,
Yokobayashi et al. used this approach to try and
reproducethetoggle switch discussed above®. Starting
with anon-functiond system, random mutationswere
introduced into thecl geneand itsrepressor binding
site. 50% of the colonies developed the desired
behavior, and the various mutationsthat produced it
wereidentified usng DNA sequencing; whilesomeof
thesewould have been overlooked had they used the
rationa design methodol ogy. Theintroduction of these
mutations into the system resulted in a sharper
responsethanwasseenintheoriginal experiment.

Directed evolution relies on the assumption that
random mutationsof limited regionswill make some
cells exhibit the desired behavior. Asthe size and
complexity of the gene network grows, this will
becomelesslikely, and the number and combinations
of mutationsinvolved will becometoobigtohandle.
Itisthen necessary to usetherationa design model to
select the best regionsto mutate. Directed evolution
can then be used to obtain cellswhich exhibit the
desired behavior. The combination of the two
approachesismorelikely to besuccessful at designing
futurecircuits.

Itisclear that, eveninthese small circuits, there
aresubgtantid problemsin obtaining cong stent results.
Asreviewed by Abe sonet d, therearemany practica
difficultiesto overcome™. Wedo not haveacomplete
list of all repressorsand the sitesto which they bind.
We do not have accurate or complete data on the
kinetic constantsinvolved. Wetill do not understand
themetabolism or reproduction of cellswell enough
to accurately predict the effects of any interference
withthem. Simulator resultsemployedintherationa
design approach frequently disagree with what is

actually observed becausethes mulator doesnot have
complete and accurateinformation about the system
being modelled®. Beyond this, thefact remainsthat
thisisastochastic system and there will awaysbe
variationin behavior between cdls.

Thereare other biochemical processesinthecell
besidesthose that are used in the circuit. Not only
doesthisproducebackground noise, makingit difficult
todiscernthesignal, but it canalso directly interfere
with the circuit. There are likely to be other gene
regulatory processes besides those that are
manipulated to createthecircuits, andtherearelikely
to beinteractions between the proteins outside of the
generegulatory system®®. For genetic logictowork,
each signal needsto be represented by adifferent
protein and each gate by adifferent gene or set of
genes. Asthenumber of genesand proteinsinvolved
grows, so doesthe potentid for outsideinteractions.

Geneticlogicisdow, havingamaximum switching
speed of 102, By comparison, electroniclogic hasa
minimum switching speed of 10° . It is therefore
unlikely that invivocircuitsusing geneticlogicwill be
ableto solve computationally difficult problemsby
themselves.

Communication Between Cdlls

Thekey to building acomputer based on cellsmay
liein controlling the behavior of groupsof cells. The
first step toward achieving thisisto enablethecdllsto
communicate with each other. It is clear that this
happensin eukaryotic systems, butitisalsoknownto
occur in bacteria'?. An example of thisis quorum
sendang.

In quorum sensing, aspecies-specific chemical
sgnd isproduced which diffusesacrossthe popul aion
and enables each bacterium to sense the popul ation
density®. The marine prokaryote Vibrio fischeri has
a quorum sensing system that produces
bioluminescence'4. Each bacterium secretes an
autoinducer which diffusesinto thesurrounding media
and permeates neighbouring cells. Asthe cellsgrow,
the concentration of autoinducer insideand outside
the cells increases. Once the concentration of
autoinducer reachesathresholdlevd, itinitiatesaseries
of intracellular eventswhich activate transcription of
the luciferase and luxl genes. Luxl increases the
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concentration of autoinducer, whilst luciferaseactivity
producesthe bioluminescence®.

Thequorum sensing genetic condructsfromMibrio
fischeri were successfully transferred to E.coli to
enabl e the bacteriato communicate®. The genetic
circuits used were constructed so that some cells
produced the autoinducer (sender cells) whilst others
detected the presence of the autoinducer and
expressed afluorescent protein (GFP) in response
(receiver cells). A droplet of sender cellswasplaced
closetoreceiver colonieson an agar plate, and time-
lapse green fluorescent photographsweretaken. As
theautoinducer diffused acrossthe plate, thereceiver
coloniesfluoresced. Weisset al. have subsequently
successfully built further complexitiesinto the system
toalow it to respond to two chemical sand to detect
concentration ranges®.

Cdlular Computing

As discussed in the * Some Basic Facts about
Computer Science' sidebar, conventional computers
arebased on VVon Neumann architecture, inwhich one
complex processor, the CPU, carriesout atask ina
sequentid manner (onething a atime). However, there
areadvantagesto having aparallel system. Theidea
of parallel computersisto have many processors
instead of one; ‘ many hands makelight work’ asthe
proverb goes, so parallel computing hasthe potential
to befaster and moreefficient.

Thereisan emerging computational philosophy
called cellular computing*, which takes parallel
computing to the next level, and which could be
applied to bacteria'®. Sipper definesthree principles
of cellular computing:

1. Smplicity: The processor in cellular
computing isdefined asacell. It candovery
littleonitsown. Thesystem performscomplex
tasks through the combined function and
cooperation of many cells.

2. Vast Parallelism: Most parallel
computers have at most 40-60 processors.
‘Massively parallel’ computers, asthey are
called, contain thousands or tens of thousands
of processors. Inthissystem, theparalelismis
exponential, with 10% processors.

3. Locality: Each cell communicatesonly
with other cells that are close by, and each
communication containsonly asmal amount of
information. Thereisno singlecell that hasan
overview of thecomputer system, andnosingle
cell that controlstheentiresystemi.e. thereis
no CPU or central processing unit.

Systems which use bacteria as substrates for
engineering meet these three criteriafor acellular
computing system. Themajor drawback onceagain
isspeed. Thesystem developed by Weisset d. relies
on the diffusion of a chemical signal® so the
computational speed of acellular computer based on
thissystemislimited by therate of diffusion, whichis
dow. Therearemany other applicationsfor Cellular
Computing such as DNA computing, artificial
automataand the search for a* Quantum Computer’,
which arenot discussed here.

Amor phousComputing

Assumingitispossibleto build acelular computer
comprised of living cells, thereistill the question of
how to programit. Living cellsarenot silicon chips,
they areunreliable parts, their interconnectionsare
unknown, and both their behavior and interconnections
vary withtime. Moreover, in order to perform tasks,
they must be made to behave coherently in
prespecified ways. Researchersat the M assachussets
I nstitute of Technology have called this* Amorphous
Computing' Y.

Abelson and Forbes proposethat the system could
first be programmed to perform a self-diagnostic
operationinwhichit discoverswhich elementsare
operational and what theinterconnectionsare'’. The
proof of concept for this approach isthe Teramac
machine. This is a massively paralel computer
congtructed from defective chipsat Hewlett Packard

*The use of the term ‘Cellular Computing’ in the
literature is confusing. Spper (1999) usesit to describe a
computing philosophy based on simplicity, vast parallelism
and locality. Abelson et al (2000) use it to describe the
effortsto design in vivo circuits. Thisarticle usesthe term
according to Spper’s definition.
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Figure4. Logic gates and corresponding gene expressions.

(HP) laboratories. Teramacisableto perform aself-
diagnostictofind thefunctiona componentsand their
interconnections, and achieves greater processing
speedsthan HP sbest workstationsdespite containing
more than 200,000 defects'®.

Another approachisto find fundamentally new
ways of programming that do not require precise
control over the computer hardware. In the natural
world, there are many metaphors for this kind of
programming. For example, a swarm of bees
cooperate to form a collective hive. During
morphogenetic processes, cells cooperate to form
complex tissuesand organs. L et usassumethat the
gtarting pointisacellular computer based on bacteria,
which communicate by means of chemical signals.
Abelson et a. describe a system by which this
computer could be programmed?®. A central sender
bacteriasendsasigna to each of itsneighbours, which
then send signastotheir neighbours, and soon. This
setsup adiffusion wave which spreads throughout
thesystem. Complexitiescan bebuilt intothesystem;
for exampleif therearetwo wavesfrom pointsA and
B, bacteriacould be programmed to relay thewave
fromA only if they have not seen thewavefrom B.
Adding complexitieslikethesewill causethewaves

to spread in particular directions, and to start
generating patterns.

Coore developed the growing point language
(GPL) based onthispremise™®. Thislanguage enables
the formation of complex prespecified patterns by
mani pulating thediffus onwaves. Thelanguagetreats
al operaionsas’ growing points , whichistakenfrom
the botanical metaphor of abranch growing fromthe
stem of aplant, and then sprouting leavesand flowers.
In this case, a program written in GPL is able to
successfully direct the wavesto grow, branch and
sprout into ameaningful shape and form such asthe
interconnected topology of an electronic circuit.
Another metaphor from biology that hasbeenusedin
this way is embryological development. Nagpal
devel oped acomputer model based onthe mechanics
of epithelia folding®™. The program generatescyst-
like structures with different shapes but the same
volume. A shape program could bewrittentoinstruct
these ‘cysts’ to assume useful shapes. There are
countless other biological metaphorsthat could be
usedtoinspire programmersinthisway.
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Concluson

The technology required to support a bacterial
cdlular computer isat aprimitivestage of development.
The stochastic nature of the syslemisproblematic for
circuit designinindividual cells. However, at the
programming leve, thischaracteristic might bethekey
to designing arobust system. Itisnot clear what a
bacterial cellular computer programmed using
amorphous computing would beableto
do. The processing speed of thehardwareislikely to
be slow, but amorphous computing may yield
softwarethat can overcomethisdrawback.

Bacterid cdlular computersareunlikely toreplace
conventiona computersintheforeseegblefuture. Itis
morelikely that therewill be specific nichesinwhich
this technology can excel, such as the design of
programmablecdllsthat can deliver drug dosesdirectly
tothesiteof action or act asvectorsfor genetherapy.
Ontheother hand, conventiona computing hasdready
come much further than its founders predicted.
Perhapsthe searchfor a‘living computer’ hassome
surprisesin storefor ustoo.

Some Basic Facts about Computer Science

During the 1800's, George Boole formulated a
mathematical form of logic called Boolean Logic. In
mathematical logic, theambiguity of naturd language
isovercomeby using an artificial language or set of
symbols. Boolean Logic, as applied to computer
science, istwo statelogicwhere 1 =true(signa) and
O0=fdse(nosigna). Computer hardwarecansmply
be regarded as aphysical manifestation of Boolean
Logic, withbillionsof 1'sand O sflowing throughit to
carry out the computer’ sfunctions.

Computer architecture describes what the
components of a computer are and how they are
connected. Inthe 1900's, John von Neumann divided
computer architecture into three parts: the central
processing unit (CPU), memory and a connecting
device (databus). The CPU isthe controller of al
other components. Thislayout iscalled Von Neumann
architecture. Alan Turing then invented the Universal
Turing Machine, whichisaway of determiningwhat
can and cannot be computed using Von Neumann

architecture. Between them, Turing and von Neumann
laid down the foundations upon which all modern
computers are based. Data stored by computers
based on the above principles is most commonly
binary data represented by electrical or
electromagneticsgnas(1=dgnd, 0=nosgnd). Such
asystemisdigital, becausethedataisdiscrete. By
contrast, systemsinwhich thedataiscontinuousare
called analogue. Digital dataisprocessed by means
of logic gates. A logic gatereceivesfixed inputs (1 or
0) and gives predictable outputs. Tables showing the
output givenfor particular inputsarecaled truth tables.
Logic gates can be linked together to perform
meaningful functions. They form the basis of all
computer components. Examplesof common gates
and their truth tablesare shown above.

Systems can be described as stochastic or
deterministic. The behavior of astochastic systemis
governed by probability and cannot be exactly
predicted, whereasthe behavior of adeterministic
system can be predicted exactly. Conventional
computers rely on the presence of adeterministic
system.

If thecomputer hardwareisto perform meaningful
tasks, it needsto begiveninstructionsby meansof a
computer program. Computer programs are sets of
ingtructionswritten in programming languageswhich
can be understood by the computer. After the
ingtructionshave been recognized, they aretrand ated
into machine code by compilers. The machine code
then directsthe hardwareto carry out theinstructions.

Gene Regulation in Prokaryotes

Gene expression refers to the production of a
biologicaly activeprotein by agene. Many biological
functionsrequirethe coordination of severd proteins,
and the genes which encode these proteins are
grouped together in clusters called operons. The
initiation of genetranscriptioniscontrolled by two
sequences|ocated upstream of thegene. Theseare
caled promoters. RNA polymeraserecognisesthese
promoters as a signal to start transcription. This
initiating stepisthemain Steat whichtherateof gene
transcriptioniscontrolled.

Theability of RNA polymeraseto recognizeand
bind promoterscan beatered by accessory proteins.
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Proteins that enhance or are required for this
recognition of promotersare called activators, and
proteinsthat inhibit it are called repressors. In many
cases, theseproteinsexert their affectsby regulating
theaccessibility of thepromoter regions. They dothis
by binding to sequences adjacent to the promoters
called operators. The activator and repressor can
themsalvesbemodul ated by other proteins. Aninducer
isaproteinthat binds and inactivatesthe repressor.
However, in some cases it binds and activates the
activator. The precise mechanism of generegulation
variesbetween genes.
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